The visual cortex of turtles contains cells with at least two different receptive field properties. Superficial units are located immediately below the pial surface. They fire in response to moving bars located anywhere in binocular visual space and to two spots of light presented with different spatiotemporal separations. Their location in the cortex suggests that superficial units correspond to a distinct class of inhibitory interneurons, the subpial cells, that are embedded in geniculocortical axons as they cross the visual cortex of turtles. This study used a detailed compartmental model of a subpial cell and a large-scale model of visual cortex to examine the cellular mechanisms that underlie the formation of superficial units on the assumption that they are subpial cells. Simulations with the detailed model indicated that the biophysical properties of subpial cells allow them to respond strongly to activation by geniculate inputs, but the presence of dendritic beads on the subpial cells decreases their sensitivity and allows them to integrate the inputs from many geniculate afferents. Simulations with the large-scale model indicated that the responses of subpial cells to simulated visual stimuli consist of two phases. A fast phase is mediated by direct geniculate inputs. A slow phase is mediated by recurrent excitation from pyramidal cells.
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It appears that subpial cells play a major role in controlling the information content of visual responses.
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1. Introduction

Freshwater turtles have a visual cortex that contains cells that respond robustly to apparent motion and real moving stimuli [35]. Mazurskaya [21] studied their receptive field properties using extracellular recording methods in alert turtles and found two groups of neurons with different receptive field properties. Deep units were located between 800 µm and 1000 µm from the cortical surface and responded to moving bars located throughout the visual field. The best responses were obtained with bars moving with speeds of 5°/sec to 8°/sec. The direction of the moving bar did not significantly affect the firing rate of the cells. Deep units did not respond to two spots presented at disjunct points in visual space with some temporal separation, Δt. Plots of the number of action potentials produced by two spots of light as a function of Δt showed two broad peaks, one in the range of Δt = 50 ms to Δt = 200 ms and a second in the range of Δt = 500 ms to Δt = 1000 ms. The positions of the two peaks shifted as a function of the spatial separation of the two spots, indicating that deep units have spatiotemporally inseparable receptive fields and could play a role in global motion detection [35]. Superficial units were located between 200 µm and 300 µm from the pial surface [21]. Like deep units, they had broad receptive fields, but were sensitive to turning lights on or off and appeared to fire for several hundred milliseconds following stimulus presentation. They also responded strongly to simultaneous presentation of two spots at different points in visual space. The firing profiles of the neurons showed three peaks that varied as a function of Δt. The first peak occurred with very short latency following presentation of the first spot. The second occurred in the range of Δt = 10 ms–100 ms, and the third peak occurred in the range of Δt = 100 ms–700 ms. In contrast to deep units, there was no statistically significant shift in the peaks as a function of spatial separation.

The relationship of deep and superficial units to the several anatomically distinct groups of cells present in turtle visual cortex (e.g., [6, 7, 9]) is not certain. However, reasonable inferences about their identity can be made based on their laminar positions in the cortex. Deep units have depths measured from the pial surface of the brain that correspond to the pyramidal cells that are the dominant population of cells in the intermediate layer 2 of the cortex [7]. The laminar positions of the superficial units correspond to the distribution of a distinctive group of inhibitory interneurons, the subpial cells, that are located in the outer half of layer 1 of the cortex [6]. Since no other type of cell is known to occupy this position in the visual cortex, it is likely that superficial units correspond to subpial cells. Subpial cells were first described in Golgi preparations by Desan [9]. It appears they are interneurons because they have local axonal arbors that extend principally throughout the outer half of layer 1 [6], and are not retrogradely labeled following injections of horseradish peroxidase in the brainstem [34]. Like several other populations of neurons in turtle
visual cortex [2, 28], subpial cells show antiGABA-like immunoreactivity and are presumed to be inhibitory. As their name indicates, subpial cells are positioned just below the pial surface [6] and are embedded in the fascicle of geniculate afferents that run across the visual cortex in turtles [13, 22]. Their dendrites are unusual in that they bear a large number of distinct beads or varicosities that account for roughly 70% of the total surface area of these cells [6]. Subpial cells show a marked spike rate adaptation in response to intracellular current injections, differing in this regard from other inhibitory neurons, such as stellate and horizontal cells, that show a fast spiking firing pattern with little spike rate adaptation [6, 16, 19].

The cellular mechanisms that underlie the receptive field properties of Mazurskaya’s superficial units are unknown and involve several issues. First, subpial cells have dendritic fields that span only a fraction of the total length and width of the visual cortex and intersect geniculate afferents carrying information from a broad, but still restricted domain in visual space. It is, consequently, not known how the whole-field receptive fields of superficial units are generated. Second, it is not understood precisely why superficial units have a short latency and robust response to geniculate activation while deep units do not respond in that way. Third, the mechanisms underlying the generation of the intermediate and late peaks in the response profiles of superficial units are not known. Finally, the significance of the beads that occupy the major fraction of the surface area of subpial cells is not known.

This paper uses two biophysically realistic models to study the generation of their receptive field properties on the assumption that superficial units are subpial cells. The first is a detailed model of a subpial cell that is used to characterize the integration of multiple geniculate inputs by subpial cells. The second model is a large-scale model of the visual cortex that includes subpial cells represented by reduced compartmental models. This model was used to simulate the responses of subpial cells to diffused light flashes, spots of light presented with varying spatial and temporal separations, and to moving spots.

2. Methods

2.1. Anatomy and physiology

Subpial cells were filled with Neurobiotin following physiological analysis. Details were provided by Colombe et al. [6]. In brief, whole-cell recordings were made from subpial cells in coronal slices through the visual cortex using differential interference contrast optics. Voltage responses to 1 s square current pulses were recorded using an Axoclamp 2A preamplifier in bridge balance mode (Axon Instruments). They were used to characterize the voltage-current properties, firing patterns and spike morphologies of each cell. Slices containing Neurobiotin-injected neurons were fixed overnight, processed using avidin-biotin-horseradish peroxidase complex and reacted with diaminobenzidine. A confocal microscope was used to prepare a sketch of the cell selected for compartmental modeling in which the position of each bead and
Each interbead segment was recorded. The diameters and lengths of the beads and segments were measured to the nearest 0.1 µm and entered on the drawing. Lengths, widths and surface areas of beads and interbead segments were collected using LSM 510 software (Zeiss).

Cell 3-12-99 was judged to be the best-filled subpial cell in the sample of 12 cells studied by Colombe et al. [7] and was used to construct the full and reduced compartmental models. The cell was situated 134 µm medial to the junction of the anterior dorsal ventricular ridge and the cortex, near the border of the medial and lateral parts of cortical area D. Its soma was situated 66 µm from the pial surface. Cells in the total sample had depths from the pial surface that ranged from 26 µm to 120 µm. The dendritic tree of cell 3-12-99 had a height of 113 µm and a width of 206 µm. The heights of the dendritic fields of cells in the total sample varied from 60 µm to 260 µm. The widths of the dendritic fields of cells in the total sample varied from 205 µm to 520 µm. Cell 3-12-99 had six primary dendrites which are labeled A through F in Fig. 1. The dendrites were apparently contained within the thickness of the section. Only two cells in the total sample were sufficiently complete to warrant detailed quantitative analysis of their dendritic trees. The dendrites of cell 3-12-99 had 138 beads, which occupied 73.2% of the total surface area of the cell, and 84 interbead segments, which occupied 17.9% of the total surface area of the cell. The other cell had 139 beads, which occupied 56.2% of its surface area, and 85 interbead segments, which occupied 12.3% of its surface area. The soma of cell 3-2-99 was approximately ellipsoidal in shape with a surface area that occupied

![Fig. 1. Morphology of cell 3-12-99. This is a confocal micrograph of cell 3-12-99. The primary dendrites are labeled A through F. The pial surface is the arc across the top of the figure. Pyramidal cells in layer 2 of the cortex are visible at the lower right edge of the image. The lateral edge of the cortex is to the right. Thus, geniculate afferents enter the image from the left and proceed in an arc across the image. The vertical scale represents 50 µm.](image-url)
8.9% of the cell’s total surface area of 5419.3 µm². The other cell had a soma that occupied 31.5% of its total surface area of 5990.1 µm². The axon of cell 3-12-99 originated from the soma of the cell and could be traced a short distance to the surface of the section. Cell 3-12-99 cell had a measured total input resistance of 1.3 GΩ and a calculated specific membrane resistance of $R_m = 70 \text{k} \Omega \text{cm}^2$. Total input resistances in the total sample of 12 cells ranged from 0.179 GΩ to 2.0 GΩ. The membrane time constant of cell 3-12-99 was $\tau_0 = 31.5$ ms; the first equalizing time constant was $\tau_1 = 1.2$ ms. Time constants could be measured for 11 cells in the total sample. Values for the membrane time constant ranged from 21.6 ms to 89.4 ms. Values for the first equalizing time constant ranged from 1.4 ms to 2.3 ms. Values for the electrotonic length ranged from 0.5 to 2.1. Figure 2A shows the responses of the cell to depolarizing and hyperpolarizing current pulses. Increasing the amplitudes of depolarizing pulses resulted in decreased latencies to the first spike and increased numbers of spikes. Responses to +0.02 and +0.03 nA current pulses showed a distinct spike rate adaptation. This is quantified in Fig. 2B which is a plot of the instantaneous firing frequency of the cell as a function of time in response to a +0.03 nA current pulse. Responses to hyperpolarizing pulses showed a distinct inward rectification. This is illustrated in Fig. 2C, which is a plot of the voltage change produced by hyperpolarizing current pulses. Hyperpolarizing current pulses frequently produced off-depolarizations that could generate action potentials (Fig. 2A, −0.07 nA).

2.2. Full compartmental model

Each of the 138 beads and each of the 84 interbead segments in cell 3-12-99 was represented as a separate compartment. The surface area of each component of the cell was estimated by modeling beads as ellipsoids and interbead segments as cylinders. The soma was modeled as an ellipsoid. Figure 3A is a sketch of the full compartmental model. A second version of the model was constructed by replacing each of the beads by a cylinder with a length equal to the length of the bead and a diameter equal to the average diameter of the two neighboring interbead segments. This had the effect of converting the neuron with beaded dendrites into a neuron with smooth dendrites (Fig. 3B).

Each compartment was represented by an ordinary differential equation (see Bower and Beeman [5]):

\[
\frac{dV_i(t)}{dt} = -\frac{1}{C_i} \left[ \frac{(V_i(t) - E_r)}{R_i} + \sum_j \frac{(V_i(t) - V_j(t))}{R_{ij}} + \sum_{ion} g_k(V_i(t) - E_k) + \sum_{syn} g_k(V_i(t) - E_k) + I_{stim}(t) \right]
\]

(2.1)

where $V_i(t)$ is the time dependent membrane potential of the $i$th compartment relative to the resting membrane potential, $C_i$ is the total membrane capacitance of
Fig. 2. Responses of cell 3-12-99 to intrasomatic current pulses. (A) Responses of the cell 3-12-99 to 1 s current pulses with amplitudes of +0.01 nA, +0.02 nA, +0.03 nA and −0.07 nA. (B) Firing rate adaptation curve. The instantaneous firing rate of cell 3-12-99 is plotted as a function of time after the onset of the current pulse, which took place at 300 ms. (C) Voltage-current plot for cell 3-12-99. The amplitudes of voltage deflections produced by hyperpolarizing current pulses are plotted as a function of the amplitudes of the current pulses.

the $i$th compartment, $R_i$ is the total membrane resistance of the $i$th compartment, and $R_{ij}$ is the coupling resistance between the $i$th and $j$th compartments. Total resistance and capacitance were calculated from the geometry of the compartments and the biophysical parameters: $R_m$, $C_m$ and $R_a$, using standard relationships [5]. The first summation in Eq. (2.1) is the over all compartments linked to the $i$th compartment. The second summation is the over all species of ionic conductances present on the $i$th compartment. The third summation is the over all species of synaptic conductances present on the $i$th compartment. $I_{stim}(t)$ is a square current pulse of 1 duration that was included in the soma compartment.

The response of the real cell (Fig. 4B, beads intact, noisy trace) to a −0.01 nA current pulse (Fig. 4A) was used to constrain the biophysical parameters of the full compartmental model with beads intact. Parameter values were: $R_m = 55 \text{k}\Omega \text{cm}^2$, $C_m = 0.6 \mu\text{F/cm}^2$ and $R_a = 68 \Omega \text{cm}$. The same parameters were used for all of the
Fig. 3. Structure of compartmental models. This figure illustrates the morphological structure used for full and reduced compartmental models used in this study. (A) Structure of the full compartmental model. The soma and each varicosity and intervaricose segment are included. The primary dendrites are labeled A through F. Compare this drawing to the confocal image in Fig. 1. (B) Structure of the reduced compartmental model. Individual compartments are numbered.

compartments. Figure 4B compares the response of the real cell (beads intact, noisy trace) to the response of the full compartmental model (beads intact, smooth trace) to $-0.01 \text{nA}$ intrasomatic current injections. The response of the model with beads intact closely follows the voltage response of the real cell, with the exception of a small off-depolarization that is present in the real cell but not in the model. The off-depolarization is likely due to an active conductance that is present in the real cell but not in the model cell.

2.3. Reduced compartmental model

A reduced compartmental model of cell 3-12-99 (Fig. 5) was obtained by reducing the 223 compartments in the full compartmental model to 29 using the method outlined by Stratford et al. [33]. In brief, the number of compartments was reduced in three steps. First, sequences of compartments in unbranched dendritic segments
were combined into single, cylindrical compartments. The length of the cylindrical compartment was obtained by dividing the total surface area of the contributing compartments by the diameter of the narrowest contributing compartment. Second, compartments involved in branched elements of the dendritic tree were combined. The diameter and length of each parent compartment were not changed. The lengths of daughter segments were normalized by \( l'_i = l_i \sqrt{d_r/d_i} \) where \( l_i \) is the length of the \( i \)th dendritic segment, \( d_i \) is its diameter, \( d_r \) is the diameter of the parent compartment, and \( l'_i \) is the normalized length. The diameter of the combined daughter compartment is given by \( d_c = \left( \sum_{i=1}^{n} d_i^{3/2} \right)^{2/3} \) where \( d_c \) is the diameter of the combined compartment, \( n \) is the number of daughter compartments, and \( d_i \) is the diameter of the \( i \)th daughter compartment. The length of the combined compartment is

Fig. 4. Biophysical characteristics of compartmental models. This figure illustrates the responses of cell 3-12-99 and the full and reduced compartmental models to intrasomatic current pulses. (A) A \(-0.01\) nA, 1 s current pulse. (B) The response of cell 3-12-99 to the \(-0.01\) nA current pulse superimposed on the response of the passive model with beads intact in the upper two traces. The lower trace shows the response of the passive model with beads removed. (C) The response of cell 3-12-99 to a \(-0.01\) nA current pulse superimposed on the response of the reduced compartmental model. (D) The response of the reduced compartmental model to a \(+0.02\) nA current pulse. The occurrence times of spikes in cell 3-12-99 to a \(+0.02\) nA current pulse are shown by dots.
Fig. 5. Structure of the reduced compartmental model. Each soma and dendritic compartment in the reduced model is numbered.

\[ l_c = l_s \sqrt{d_c/d_r} \text{ where } l_s = \left( \sum_{i=1}^{n} l_i' \right) / n. \]

Third, compartments that were still relatively long were divided into three to four cylindrical compartments. Figure 3B shows the structure of the reduced compartmental model and the dendritic compartments were numbered from 2 through 29. The dimensions of each compartment are given in Table 1. Figure 4C compares the responses of the real cell and the reduced compartmental model to intracellular current pulses. The biophysical parameters of the model cell were constrained by varying the parameters in the model until the simulated response to a \(-0.01 \text{nA}\) current pulse matched the response of the real cell to a current pulse of the same amplitude. The specific membrane resistance was \(R_m = 34.7 \text{k}\Omega \text{cm}^2\). The specific membrane capacitance was \(C_m = 0.4 \mu\text{F/cm}^2\). The axial resistance was \(R_a = 285.6 \Omega \text{cm}\). The resting membrane potential of the cell was \(V_r = -74.0 \text{mV}\).

2.4. Active conductances

Three voltage-gated currents and one calcium dependent current were included in the soma compartments of the full and reduced compartmental models. Unpublished experiments in our laboratory confirm that subpial cells have a tetrodotoxin sensitive fast sodium current and a tetraethylammonium sensitive delayed rectifier potassium current that underlie action potentials, but the kinetics of these conductances have not been characterized. Thus, a fast sodium \((I_{\text{Na}}(V,t))\) and a delayed rectifier potassium \((I_{\text{DR}}(V,t))\) current were specified by Hodgkin-Huxley equations...
Table 1. Dimensions of compartments in reduced subpial cell model.

<table>
<thead>
<tr>
<th>Compartment</th>
<th>Diameter</th>
<th>Length</th>
<th>E_length</th>
<th>Connections</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soma</td>
<td>9.5 µm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dend2</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend3</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend2</td>
</tr>
<tr>
<td>Dend4</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend3</td>
</tr>
<tr>
<td>Dend5</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend4</td>
</tr>
<tr>
<td>Dend6</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend5</td>
</tr>
<tr>
<td>Dend7</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend6</td>
</tr>
<tr>
<td>Dend8</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend7</td>
</tr>
<tr>
<td>Dend9</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend8</td>
</tr>
<tr>
<td>Dend10</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend9</td>
</tr>
<tr>
<td>Dend11</td>
<td>0.13 µm</td>
<td>37 µm</td>
<td>0.19</td>
<td>To dend10</td>
</tr>
<tr>
<td>Dend12</td>
<td>1.46 µm</td>
<td>37 µm</td>
<td>0.02</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend13</td>
<td>1.65 µm</td>
<td>54 µm</td>
<td>0.08</td>
<td>To dend12</td>
</tr>
<tr>
<td>Dend14</td>
<td>0.57 µm</td>
<td>57 µm</td>
<td>0.14</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend15</td>
<td>0.57 µm</td>
<td>57 µm</td>
<td>0.14</td>
<td>To dend14</td>
</tr>
<tr>
<td>Dend16</td>
<td>0.57 µm</td>
<td>57 µm</td>
<td>0.14</td>
<td>To dend15</td>
</tr>
<tr>
<td>Dend17</td>
<td>0.69 µm</td>
<td>70 µm</td>
<td>0.15</td>
<td>To dend16</td>
</tr>
<tr>
<td>Dend18</td>
<td>0.69 µm</td>
<td>70 µm</td>
<td>0.15</td>
<td>To dend17</td>
</tr>
<tr>
<td>Dend19</td>
<td>0.46 µm</td>
<td>52 µm</td>
<td>0.14</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend20</td>
<td>1.15 µm</td>
<td>95 µm</td>
<td>0.16</td>
<td>To dend19</td>
</tr>
<tr>
<td>Dend21</td>
<td>1.15 µm</td>
<td>95 µm</td>
<td>0.16</td>
<td>To dend20</td>
</tr>
<tr>
<td>Dend22</td>
<td>1.15 µm</td>
<td>95 µm</td>
<td>0.16</td>
<td>To dend21</td>
</tr>
<tr>
<td>Dend23</td>
<td>0.36 µm</td>
<td>59 µm</td>
<td>0.18</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend24</td>
<td>0.36 µm</td>
<td>59 µm</td>
<td>0.18</td>
<td>To dend23</td>
</tr>
<tr>
<td>Dend25</td>
<td>0.36 µm</td>
<td>59 µm</td>
<td>0.18</td>
<td>To dend24</td>
</tr>
<tr>
<td>Dend26</td>
<td>0.95 µm</td>
<td>6 µm</td>
<td>0.01</td>
<td>To soma</td>
</tr>
<tr>
<td>Dend27</td>
<td>0.95 µm</td>
<td>89 µm</td>
<td>0.17</td>
<td>To dend26</td>
</tr>
<tr>
<td>Dend28</td>
<td>0.95 µm</td>
<td>89 µm</td>
<td>0.17</td>
<td>To dend27</td>
</tr>
<tr>
<td>Dend29</td>
<td>0.95 µm</td>
<td>89 µm</td>
<td>0.1667</td>
<td>To dend28</td>
</tr>
</tbody>
</table>

(see Nenadic et al. [24]), modified from the model of a CA3 pyramidal cell in rat hippocampus. Parameters in the equations for these two currents were constrained by the latency, height, and width of the first action potential produced by intrasomatic injections of depolarizing currents in the model cells.

The ionic mechanisms underlying spike rate adaptation in subpial cells have not been fully characterized, but unpublished experiments in our laboratory show that subpial cells have a cadmium sensitive, high voltage calcium conductance that is visible when sodium spikes are blocked. Thus, a high voltage calcium current ($I_{\text{Ca}^{2+}}(V,t)$) and a mAHP current ($I_{\text{AHP}}([\text{Ca}^{2+}], t)$), were used to produce spike rate adaptation in the model cell. The high voltage calcium current is a voltage dependent current, but the AHP current depends only on the intracellular calcium concentration, $[\text{Ca}^{2+}]$. The maximal values of each conductance were constrained by comparing the simulated response of the model cell to depolarizing current pulses to the voltage responses of the real cell. Figure 4D shows the voltage trace produced in the reduced compartmental model cell by a $+0.02 \text{nA}$ intrasomatic current pulse.
The dots represent the occurrence times of action potentials in the real cell. The model accurately represents the latencies of the first few spikes produced in the real cell and, like the real cell, shows a distinct spike rate adaptation. However, it was not possible to match every feature of the simulated spike train to spike trains elicited in real cells. In particular, the real cell shows a plateau potential that lasts for the duration of the current injection and leads to the generation of action potentials not seen in the model cell. These are likely due to the presence of voltage gated calcium or sodium channels or calcium buffering mechanisms that have not been characterized and were not incorporated in the model. The kinetic schemes used to specify voltage gated conductances and calcium fluxes are given by Nenadic et al. [24]. The maximal conductances used in the full compartment model are: $g_{Na} = 370 \, \text{mS/cm}^2$; $g_{K} = 250 \, \text{mS/cm}^2$; $g_{K_{AHP}} = 0.02 \, \text{mS/cm}^2$; $g_{Ca^{2+}} = 2.3 \, \text{mS/cm}^2$. The maximal conductances used in the reduced compartment model are: $g_{Na} = 3256 \, \text{mS/cm}^2$; $g_{K} = 2200 \, \text{mS/cm}^2$; $g_{K_{AHP}} = 0.15 \, \text{mS/cm}^2$; $g_{Ca^{2+}} = 3.7 \, \text{mS/cm}^2$.

2.5. Synapses

Both the full and reduced models received inputs from simulated geniculate afferents. Geniculate axons are known to be glutaminergic and access the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) subtype of glutamate receptor on pyramidal and stellate cells in a turtle’s visual cortex [3, 17]. It was assumed that geniculate axons also access AMPA receptors on subpial cells, and the membrane equation for each compartment contained a term representing AMPAergic synapses on that compartment. The reversal potential of AMPAergic synapses was measured as $+2.9 \, \text{mV}$ [3] and was assumed to be $0 \, \text{mV}$ for subpial cells. The synaptic conductance for AMPAergic synapses was given by a dual exponential function. For the full compartment model, maximal conductance and the open and close time constants, $\tau_1$ and $\tau_2$, were constrained using presumed unitary excitatory postsynaptic potentials (EPSPs) recorded from real subpial cells (Colombe, unpublished results). The EPSP with the fastest rise time was selected from a sample of EPSPs recorded in tetrodotoxin. It was assumed that this EPSP resulted from activation of a synapse on, or near, the soma of the cell. Parameters in the dual exponential function were varied until the EPSP produced by activating a synaptic current on the soma compartment of the model exactly matched the real EPSP in amplitude, rise time and half-width. Parameter values were $g_{AMPA} = 40 \, \text{pS}$, $\tau_1 = 1.5 \, \text{ms}$ and $\tau_2 = 0.5 \, \text{ms}$.

Geniculate axons course from lateral to medial across the visual cortex [22] and intersect the dendrites of the subpial cells [6], bearing varicosities en passant [22]. To provide synaptic inputs to the two versions of the full compartmental model, a fascicle of 39 geniculate axons was constructed using the image analysis system on the confocal microscope. This system allows the investigator to draw lines through an image. In this case, 39 individual lines representing geniculate axons were drawn through the image of the dendritic tree of the subpial cell. Any axon that passed
within 50 µm of the cell was assumed to affect a synapse on the cell at that point, and a synaptic conductance was included in the membrane equation of the corresponding compartment of the model. Most of the axons affected two synapses on the subpial cell. An arbitrary zero plane was defined at the lateral edge of the subpial cells, and the time required for an action potential to propagate from that plane to the compartment on which the synaptic current was placed was calculated using the conduction velocity, 0.18 µm/s, measured for geniculate afferents [7]. Geniculate neurons respond to a moving stimulus with a train of action potentials [4]. Data from the Boiko paper [4] was used to construct a sequence of action potentials in the geniculate afferents. The data set was a sequence of six action potentials at 0, 11, 107, 235, 246 and 252 ms. The spike onsets generated in individual afferents were distributed at random over a 20 ms time window so that there was a stochastic factor in the firing patterns of the afferents.

2.6. Large-scale model

The reduced compartmental model was used in a large-scale model of the turtle’s visual cortex. In brief, individual neurons were assigned spatial distributions that corresponded to the anatomically determined distributions of neurons in the turtle’s visual cortex (Fig. 6). Each neuron was represented as a compartmental model with 12–16 compartments based on the morphology of each type of neuron as seen in Golgi preparations. Biophysical parameters were constrained using the responses of neurons following intracellular current injections. Each neuron had a spike-generating mechanism implemented using Hodgkin-Huxley-like kinetic schemes. In addition, models of pyramidal cells had a high threshold calcium conductance and a calcium dependent potassium conductance that was responsible for spike rate adaptation in the pyramidal cells. Geniculate neurons were single compartments with a spike-generating mechanism. Two hundred and one geniculate neurons were distributed evenly along a line representing the horizontal meridian of visual space. The geniculate neurons were numbered from 1 through 201 along the horizontal meridian from left to right. Geniculate axons were implemented as delay lines with conduction velocities constrained by the experimentally measured conduction velocities of geniculate axons.

The large-scale model used in this study is an extension of the Nenadic et al. [23] model. It includes 44 subpial cells, each represented by the reduced compartmental model based on cell 3-12-99, that were not included in the original model. The subpial cells were numbered arbitrarily from 1 through 44. They received geniculate inputs, inputs from pyramidal cells, and inputs from neighboring subpial cells. An AMPAergic synaptic contact was made between a geniculate afferent and each dendritic compartment of a subpial cell that was within the sphere of influence of the afferent with a radius of 25 µm. Twenty-one subpial cells had direct contacts with geniculate afferents. Of these, 16 received inputs from 1 geniculate afferent, 2 from 2 geniculate afferents, 2 from 3 geniculate afferents and 1 from 4 geniculate afferents.
The synapses of geniculate afferents on subpial cells were AMPAergic. They had maximal conductances of $g_{\text{AMPA}} = 5.0 \text{nS}$, and the open and close time constants of $\tau_1 = 3.0 \text{ ms}$ and $\tau_2 = 0.3 \text{ ms}$, respectively. Subpial cells received inputs from pyramidal cells following the same connectivity rules and synaptic kinetics described for the connections between pyramidal cells and other neurons by Nenadic et al. [24]. An AMPA-receptor mediated contact and an NMDA-receptor mediated contact were made between a lateral pyramidal afferent and the dendritic compartment 6 of a subpial cell that was within the sphere of influence of the afferent with a radius of $250 \mu \text{m}$. Similarly, an AMPA-receptor mediated contact and an NMDA-receptor mediated contact was made between a medial pyramidal afferent and the dendritic compartment 16 of a subpial cell that was within the sphere of influence of the afferent with the same radius. The maximal conductance was $g_{\text{AMPA}} = g_{\text{NMDA}} = 5.0 \text{nS}$, and the open and close time constants were $\tau_1 = 3.0 \text{ ms}$ and $\tau_2 = 0.3 \text{ ms}$ for AMBAergic synapses and $\tau_1 = 80.0 \text{ ms}$ and $\tau_2 = 0.67 \text{ ms}$ for NMDAergic synapses, respectively. Subpial cells provided inhibitory inputs to pyramidal cells by effecting GABAergic synapses onto dendritic compartment 4 of lateral pyramidal cells or
dendritic compartment 2 of medial pyramidal cells within the sphere of influence of the subpial afferent with a radius of 350 µm. The synapses involved both the GABA_A and GABA_B subtypes of GABA receptors. They had maximal conductances of $g_{\text{GABA}} = 5.0 \text{nS}$. Subpial cells were also connected to other subpial cells through dendritic compartment 24 of the subpial cells occurring within the sphere of influence of the subpial afferent with a radius of 350 µm. The synapses between a subpial cell and other subpial cells were GABAergic and involved both the GABA_A and GABA_B subtypes of GABA receptors. The maximal GABAergic synaptic conductances are $g_{\text{GABA}} = 3.5 \text{nS}$. The open and close time constants were $\tau_1 = 1.7 \text{ms}$ and $\tau_2 = 1.7 \text{ms}$ for GABA_A subtype of receptor mediated synapses and $\tau_1 = 500.0 \text{ms}$ and $\tau_2 = 500.0 \text{ms}$ for GABA_B subtype of receptor mediated synapses, respectively. The kinetics of these synapses were the same as those described for GABAergic synapses by Nenadic et al. [24]. The spiking mechanism was located in the soma compartment of the subpial cells.

2.7. Simulations

The models were implemented using the Genesis software package [5] on a Dell Precision Workstation with 1 Gbyte of RAM and a 1 GHZ processor speed. Individual simulations with the full compartmental models took several minutes. Simulations with the large-scale model required about 2 hours. Diffuse retinal flashes were simulated by simultaneously injecting square current pulses of 150 ms duration into all 201 geniculate neurons. Spots of light were simulated by simultaneously injecting 150 ms current pulses into groups of 20 geniculate neurons. Moving spots were simulated by injecting current pulses into groups of geniculate neurons with various delays, beginning at different positions along the row of geniculate neurons, and moving from left to right or from right to left. Responses of the visual cortex were simulated for 1500 ms.

3. Results

3.1. Integration of geniculate inputs by subpial cells

Since subpial cells are embedded in the fascicle of geniculate afferents, it is likely that geniculate afferents are a dominant source of synaptic inputs to subpial cells and that geniculate synapses contact the entire dendritic arbors of individual cells. This section describes the results of simulation experiments that used the full compartmental model to examine the integration of inputs from groups of geniculate neurons by an individual subpial cell.

The effectiveness of synapses at different regions on the dendritic tree of the full compartmental model was characterized by systematically activating unitary conductances on each compartment of the model, with all of the active conductances blocked, and by measuring the amplitudes of the resulting EPSPs in the somatic compartment.
Fig. 7. Shape-index plots for passive full compartment models. These plots show the amplitudes of EPSPs generated by activation of single synapses in each soma and dendritic compartment of the two passive full compartment models and recorded in the soma compartment of the respective model. Amplitudes of EPSPs are plotted on the vertical axes. Times-to-peak of the EPSPs are plotted on the horizontal axes. EPSPs generated in each dendrite produce an arc of points in the shape index plots. The arcs resulting from primary dendrites A through F of cell 3-12-99 are indicated on the upper plot. (A) The shape index plot for the full compartment model with beads intact. (B) The shape index plot for the full compartment model with beads removed.

compartment (Fig. 7A). The most distal synapses produced EPSPs in the soma compartment that were approximately 25% of the amplitudes of EPSPs generated by activating a synaptic conductance in the soma compartment. There is, thus, a significant, electrotonic attenuation of synaptic potentials along the lengths of the dendrites, but even the most distal synapses produced EPSPs with significant amplitudes at the soma. Figure 7B shows a series of EPSPs produced by activating the same synaptic conductances with the beads removed. The amplitudes of all of the EPSPs recorded at the soma are increased, indicating that the beads on subpial
cells have the effect of decreasing the amplitudes of EPSPs generated throughout the dendritic trees of the cells, which suggests that there may be a difference in the input resistances of the two models. The responses of the full compartmental model, with beads and without beads, to intrasomatic current injections are compared in Fig. 4B. The response of the model with beads removed was a hyperpolarizing voltage transient with an amplitude 1.6 times the amplitude of the voltage transient produced in the model with beads intact. The model without beads, thus, has an input resistance of 2.3 GΩ that is 1.6 times the input resistance of the model with beads intact. The increase in the total input resistance of the passive model is due to the reduction in total surface area caused by removing the beads. Analysis of its voltage transient showed that the model with beads removed has a membrane time constant of $\tau_0 = 37.0 \text{ ms}$, an equalizing time constant of $\tau_1 = 1.1 \text{ ms}$. These values are essentially the same as those for the real cell and the model with beads intact. Synapses situated on the dendrites of the model with beads removed thus produce larger EPSPs in the soma compartment than synapses on the dendrites of the model with beads intact. These results follow from the basic biophysics of neurons. The time constants depend upon the specific resistance and capacitance of the membrane, but not on the total surface area of the cell.

Individual axons course from lateral to medial across the dendritic arbors of subpial cells, bearing varicosities on average at intervals of 16 µm [22]. The conduction velocity of geniculate afferents in the turtle visual cortex has been measured at 0.18 µm/µs, so it will take an action potential approximately 88 µs to travel between two successive varicosities on a geniculate afferent and 1.1 ms to cross the approximately 200 µm that span the dendritic arbor of cell 3-12-99. Activation of a bundle of geniculate afferents results in a series of EPSPs generated on different compartments of different dendrites in a 36 ms time window. This situation was examined in a simulation experiment, using a bundle of 39 geniculate afferents constructed with the image analysis system of the confocal microscope as described in the Methods section above. Activation of a single axon resulted in EPSPs in one or more compartments of the subpial cell. The timing of successive EPSPs (if the axon made more than one contact on the cell) was determined by the propagation time between the two synaptic sites. Consequently, we carried out a series of simulations using realistic spike trains in the geniculate afferents in models with spike generating mechanisms. The number of geniculate axons activated was systematically increased from 1 through 39. Activation of various combinations of 1 through 37 axons in the model with beads intact resulted in complex sequences of EPSPs that remained below threshold and did not generate an action potential. Activation of 38 axons resulted in a single action potential (Fig. 8A). By contrast, an action potential could be generated in the model with beads removed by activation of only 12 geniculate axons (Fig. 8B). Activation of 38 axons generated four action potentials (Fig. 8B). These simulations indicate that the beads on the dendrites of subpial cells significantly decrease the numbers of action potentials generated in subpial cells by realistic trains of EPSPs in geniculate axons.
3.2. Responses of subpial cells to simulated diffuse light flashes

Figure 9A shows the response of the large-scale model to a simulated diffuse retinal flash in the form of a space-time plot. The firing pattern of each cell is represented by a row of dots, each dot representing the occurrence of an individual action potential. Responses of each type of cell are positioned together. Responses of subpial cells are shown at the top of the plot, followed by horizontal cells, stellate cells, medial pyramidal cells, and finally lateral pyramidal cells. Responses of individual cells of a given type are ordered according to their approximate positions along the rostral-caudal axis of the cortex. The subpial cells fire in a strong burst of action potentials between 20 ms and about 180 ms. Their activity then declines, but increases again between about 330 ms and 950 ms. This pattern is shown in more detail in Fig. 10A, which plots the spike occurrences of only the 44 subpial cells in the large scale model. It is clear that in this plot not all of the individual subpial cells fire in response to the simulated flash, and that individual cells do not necessarily fire in both the initial and late components of the response. The initial component involves 21 of the 44 subpial cells, and consists of a train of action potentials in the first 200 ms following stimulus onset. The second component involves 22 of the subpial cells with action potentials distributed between 200 ms and 1000 ms following stimulus onset.
Fig. 9. Responses of subpial cells to simulated diffuse light flashes. Responses of the model to simulated diffuse light flashes are represented as space-time plots. The firing pattern of each cell in the model is represented as a row of dots; each dot represents the time of occurrence of an action potential in that cell. Firing patterns of subpial cells are represented at the top of the figure, followed by those of horizontal cells, stellate cells, medial pyramidal cells and lateral pyramidal cells. Individual cells within each group are ordered by their approximate positions along the rostral-caudal axis of the model, so that their firing latencies are an index of the progression of the wave across the cortex. (A) Response of the model with all synaptic interactions intact. (B) Response of the model with the synapses of subpial cells on other neurons blocked.
Fig. 10. Firing patterns of subpial cells. This figure shows the firing patterns of the 44 subpial cells in the large-scale model. The vertical axis in each plot is an index of the individual subpial cells. The horizontal axis represents time after stimulus presentation. Thus, the bottom horizontal line of dots shows the firing times of subpial cell 1; the top horizontal line of dots shows the firing times of subpial cell 44. (A) Responses of the 44 subpial cells to a diffused light flash, simulated by simultaneously activating all 201 geniculate neurons for 150 ms. (B) Responses of the 44 subpial cells with all recurrent excitation from pyramidal cell collaterals blocked. (C) Responses of the 44 subpial cells to simultaneous activation of geniculate neurons 1–20 and 61–80. (D) Responses of the 44 subpial cells to simultaneous activation of geniculate neurons 1–20 and 21–40.

To study the contributions of geniculate and pyramidal cell afferents to the firing patterns of subpial cells, we first simulated the response to a diffuse retinal flash with the recurrent excitation of pyramidal cells on subpial cells blocked by setting the synaptic conductances from pyramidal cells to subpial cells as zero (Fig. 10B). Only the fast component of the response occurs, demonstrating that it is due to direct geniculate input while the slow phase is due to recurrent excitation. We then studied the contributions of the geniculate inputs to the variation seen in the firing patterns of individual subpial cells by simulating the responses of subpial cells to two disjunct spots of light flashed simultaneously for 150 ms. Figure 10C shows the response of
the subpial cells to activation of geniculate neurons 1–20 and neurons 61–80. Cell number 28 fires action potentials in the fast component of the response and then between 220 ms and 400 ms after stimulus onset in the slow component. This cell received direct inputs from geniculate neurons 71 and 74. Twenty-five other subpial cells responded during the slow component of the response. Figure 10D shows the responses of the subpial cells to activation of geniculate neurons 1–20 and 21–40. None of the subpial cells receive direct inputs from these two groups of geniculate neurons. Consequently, none of the subpial cells fire during the fast component of the response but many fire during the slow component. This occurs because geniculate inputs synapse directly on pyramidal cells and generate a wave of activity that propagates across the cortex from its rostral pole to its caudal pole. There is, in general, a significant variation in the onset of the slow component of the response between different subpial cells that reflect the dynamics of the wave propagating across the cortex, because cells situated near the rostral pole of the cortex fire relatively early while cells near the caudal pole of the cortex fire later.

3.3. Responses of subpial cells to simulated apparent motion stimuli

Mazurskaya [21] studied the responses of her superficial units to two spots of light presented at different points in visual space with a range of temporal delays. We simulated these experiments by injecting 60 ms current pulses in two clusters of 25 geniculate neurons each (neurons 82–106 and 108–132) with a range of interstimulus intervals (Fig. 11). Figure 11A shows the response of all of the cells in the model to simultaneous activation of the two spots as a space-time plot. The firing patterns of the subpial cells generally resemble those evoked by a simulated diffuse flash in that they have fast and slow components. Figures 11B and 11C show the responses to clusters of geniculate neurons activated with delays of 100 ms and 120 ms, respectively. The firing patterns of subpial cells in these cases resemble the results obtained by Mazurskaya in that there are three distinct components. The first two are relatively fast components that result from the activation of the two groups of geniculate neurons. The third is a slow and prolonged component that results from the recurrent excitation of the subpial cells by the pyramidal cells. This can be seen in the space-time plots by comparing the onset of pyramidal cell firing to the onset of the slow component of subpial cell firing.

3.4. Responses of subpial cells to simulated moving stimuli

Figure 12 shows the firing patterns of subpial cells in response to simulated moving stimuli. These cases involve varying both the spatial and temporal patterns of geniculate afferents. Spots moving from left to right (or from right to left) were simulated by injecting current pulses of 150 ms duration into 6 groups of 20 geniculate neurons each with various delays. Figures 12A and 12B show the responses of the subpial cells to activation of geniculate neurons by spots moving from left to right.
Fig. 11. Responses of subpial cells to simulated apparent motion stimuli. Response of the large scale model to activation of two groups of 25 geniculate neurons each with a range of delays between the onset of the first and second groups. The first group consisted of neurons 82–106; the second group consisted of neurons 108–132. (A) Simultaneous activation of the two groups of neurons (that is, a delay of 0 ms). (B) Activation of the two groups of neurons with a delay of 100 ms. (C) Activation of the two groups of neurons with a delay of 120 ms. (D) Activation of the two groups of neurons with a delay of 140 ms. (E) Activation of the two groups of neurons with a delay of 140 ms and the inhibition from subpial cells to other cells in the cortex blocked. (F) Activation of the two groups of neurons with a delay of 140 ms and the inhibition from stellate and horizontal cells to other cells in the cortex blocked.
Moving Spots

Fig. 12. Responses of subpial cells to simulated moving stimuli. Responses of the subpial cells in the large scale model to four different stimuli moving either from left to right or from right to left with delays of 20 ms and 60 ms, respectively. The six groups of geniculate neurons in the case of stimuli moving from left to right were neurons 1–20, 21–40, 41–60, 61–80, 81–100 and 101–120 along the row of geniculate neurons. The six groups of geniculate neurons in the case of stimuli moving from right to left were neurons 141–160, 121–140, 101–120, 81–100, 61–80 and 41–60. Each space-time plot shows the firing pattern of all of the subpial cells to sequential activation of a sequence of geniculate neurons. (A) Responses of the subpial cells to a stimulus moving from left to right with delays of 20 ms. (B) Responses of the subpial cells to a stimulus moving from left to right with delays of 60 ms. (C) Responses of the subpial cells to a stimulus moving from right to left with delays of 20 ms. (D) Responses of the subpial cells to a stimulus moving from right to left with delays of 60 ms.

with delays of 20 ms and 60 ms, respectively, between the onset of current injections. The six groups of geniculate neurons activated by moving spots were neurons 1–20, 21–40, 41–60, 61–80, 81–100 and 101–120 along the row of geniculate neurons. Figures 12C and 12D show the responses of the subpial cells to activation of geniculate neurons by moving spots from right to left with delays of 20 ms and 60 ms,
respectively. The six groups of geniculate neurons activated by moving spots were neurons 141–160, 121–140, 101–120, 81–100, 61–80 and 41–60. All four of the cases that are illustrated show the fast phase of subpial cell firing resulting from the activation of geniculate afferents, and the slow phase resulting from the recurrent excitatory drive produced by the primary and secondary propagating waves. However, there are detailed differences in which individual subpial cells are activated in the latencies and durations of their action potential trains. The comparison of Figs. 12A and 12B or Figs. 12C and 12D indicates that moving spots with different delays or, equivalently, different speeds, produce differences in the timing of the fast phase of subpial cell firing, although the same subset of subpial cells are activated in the same order in each case. Similar variations are visible in 26 additional simulations that were carried out with a range of stimulus conditions.

3.5. Effects of subpial cell inhibition on pyramidal cells

The firing patterns of the lateral and medial pyramidal cells show three components (Fig. 9A) that have been described by Wang et al. [37]. An initial burst of activity occurs in the rostral pole of the cortex in the two groups of pyramidal cells between 20 ms and 150 ms. This corresponds to an initial depolarization that is seen in activity plots of simulation experiments [37] and in the real cortex in voltage sensitive dye experiments. The second component is a primary propagating wave that begins at about 150 ms in the lateral pyramidal cells and somewhat later in the medial pyramidal cells. The activity of both lateral and medial pyramidal cells ceases between 450 ms and 600 ms, but builds up again at about between 600 ms and 800 ms. This secondary wave is propagating from caudal to rostral across the cortex. A notable feature of Fig. 9A is that the generation of the primary propagating wave in the lateral pyramidal cells occurs at about 150 ms as the firing frequency of the subpial cells is decreasing. Since the subpial cells are inhibitory, this suggests that the generation of the primary propagating wave is controlled by the level of the activity of the subpial cells. This is demonstrated explicitly in the experiment illustrated in Fig. 9B. It shows the response of the large-scale model to the same simulated stimulus, except that the inhibitory synapses of the subpial cells on pyramidal cells were blocked. The latencies of both the lateral and medial pyramidal cells are now reduced and the slope of the latencies of the lateral pyramidal cells is increased. This simulation demonstrates that subpial cells firing in the first phase control the latency and speed of the primary propagating waves.

The two responses in Figs. 11B and 11C also show a progressive delay in the onset and a shortening of the duration of the primary propagating wave and complete inhibition of the secondary propagating wave. Figure 11D shows the response to activating the two clusters of geniculate neurons with a delay of 140 ms. Activation of the second cluster in this case occurs when the primary propagating wave is forming and inhibits its formation. The response, thus, shows only the two clusters of action potentials produced in the subpial and lateral pyramidal cells by activity
in the geniculate afferents. Figures 11E and 11F show the responses to activating the
two clusters of geniculate neurons with the same delay as for the simulation depicted
in Fig. 11D. However, the inhibition from subpial cells (Fig. 11E) or from stellate
and horizontal cells (Fig. 11F) was blocked. A propagating wave was produced
when inhibition from subpial cells to all other cells in the cortex was blocked, but
not when inhibition from stellate and horizontal cells to all other cells in the cortex
was blocked. These simulations involve activating the same sets of subpial cells with
different temporal relations and demonstrate that the timing of firing in different
populations of subpial cells can strongly influence the dynamics of the primary and
secondary propagating waves.

4. Discussion

4.1. Are superficial units the same as subpial cells?

A central assumption in this study is that the cells that Mazurskaya [21] identified
as superficial units using extracellular recording methods in alert turtles correspond
to the anatomically defined subpial cells that have been studied by Desan [9] and
by Colombe et al. [6]. This assumption could, in principle, be tested directly by
repeating Mazurskaya’s work using intracellular recording methods and filling the
cells after they had been characterized physiologically. However, this is a relatively
difficult experiment that has not been achieved to date because subpial cells are a
numerically small population of neurons that are distributed sparsely in the cortex.
Obtaining intracellular recordings using blind recording methods in vivo is, thus,
very difficult. The receptive field properties of neurons in the visual cortex could, in
principle, be studied using an eye-brain in vitro preparation (see Mancilla et al. [9]),
but it is also difficult to locate subpial cell in this preparation. The best results in
studying subpial cells [6] were obtained using infrared differential interference con-
trast optics and a slice preparation, which does not permit characterizing receptive
field properties because the retinogeniculate projection is interrupted in preparing
the slice. The simulation results in this study support a correspondence between
superficial units and subpial cells in that the principal features of the receptive
fields of superficial units could be reproduced in the large-scale model.

4.2. Limitations of the detailed model of subpial cells and the
large-scale model of the cortex

The full compartmental model of a subpial cell is based on a detailed reconstruction
of the anatomy and of the intracellular physiology of cell 3-12-99 from the study by
Colombe et al. [6]. It was one of two cells in the study in which both the somata
and dendrites appeared to be completely filled. These two cells had the highest
total input resistances of the 12 cells in the sample, suggesting that they were the
results of the best penetrations obtained in the study. Otherwise, the anatomy and
physiology of cell 3-12-99 were generally consistent with those of the other cells in
the sample. The relationship of geniculate afferents to subpial cells is an important
feature of this study, so care was taken to use detailed anatomical information
on the size and distribution of subpial cells [6] and the geometry and distribution
of varicosities on geniculate afferents [22]. The principal gap in our knowledge of
subpial cells is in characterizing their voltage-gated conductances. General kinetic
schemes for sodium, potassium and calcium conductances were used in this study.
The kinetic parameters were constrained by comparing the responses of the model
cell to simulated depolarizing current pulses to the responses of the real cell to
intracellular current injections. It was possible to accurately reproduce the initial
phase of the firing pattern of the real cell in the model cell using this approach.
The incorporation of a calcium-dependent potassium conductance in the model cell
causd it to show a distinct spike rate adaptation that is characteristic of subpial
cells [23]. Since the detailed kinetics of the calcium-dependent conductances and
of the cell’s intracellular calcium buffering mechanisms are not known, it was not
possible to accurately reproduce the timing of spikes in the late phase of the cell’s
firing pattern. Including a mechanism to produce spike rate adaptation in the model
is important because this feature distinguishes subpial cells from the other two major
populations of inhibitory interneurons in the visual cortex (stellate and horizontal
cells), which show little spike rate adaptation. However, the simulations carried out
in this study did not depend upon the detailed firing patterns of the subpial cells
and it is unlikely that the variations seen in the timing of individual spikes in the
late firing phase of subpial cells has any affect on the conclusions of the study.

The experimental data used to construct the large-scale model of visual cortex
are discussed in some detail by Nenadic et al. [23] and Wang et al. [37]. In brief, the
distribution of neurons in the model is based upon the known spatial distribution
of neurons in turtle visual cortex. As in the case of subpial cells, the compartmental
models that represented the other classes of cells in the cortex are based upon rela-
tively good information on the anatomy, physiology and synaptology of the cells, but
only generic features of their firing patterns are reproduced in the individual models
because of a lack of information on the kinetics of the voltage-gated conductances
of the real cells. However, care has been taken to incorporate a mechanism for spike
rate adaptation in the models representing those classes of cells that show spike rate
adaptation. The models, thus, capture the basic distinction between regular spiking
and fast spiking cells, but not the detailed firing patterns of individual cells. The
principal limitation of the model from the perspective of the current study is that
the spatial distribution of subpial cells in the model is based on the spatial distri-
bution of cells in the outer layer 1 of the cortex. This distribution was based on the
distribution of neurons in sections through a cortex stained for Nissl substance with
cresyl violet. Subpial cells cannot be distinguished in such preparations from the
other classes of cells present in layer 1, and no specific markers for subpial cells are
known at this time. Deviations from the actual distribution of subpial cells would
produce detailed variations in the direction and speed of propagating waves in the
model. However, these deviations cannot be sufficiently large to change the results reported here, which depend upon the general timing of the primary and secondary propagating waves. These features of the model are entirely consistent with data obtained with voltage sensitive dye methods [23, 30].

4.3. Subpial cells have wide receptive fields

Mazurskaya [21] found that superficial units respond to moving bars or small spots of light presented anywhere in binocular visual space. However, the dendritic arbors of subpial cells have widths only 10%–30% the length of visual cortex [6]. It is now known that the projection of the retina on the dorsal lateral geniculate complex is topographically organized with the nasal-temporal axis of the retina represented along the rostral-caudal axis of the geniculate and the dorsal-ventral axis of the retina represented along the ventral-dorsal axis of the geniculate [36]. Geniculate axons run from the cortex to the lateral edge of the visual cortex and then course across the cortex bearing varicosities en passant [22]. Each fascicle of geniculate axons carries information from a specific eccentricity along the horizontal meridian of visual space. Cortical neurons form bands, or isoazimuth lamellae, that extend across the lateral-medial edge of the cortex. Neurons within a given isoazimuth lamella receive inputs from geniculate afferents carrying information from a restricted range along the horizontal meridian of visual space. An apparent paradox, then, is how subpial cells can have wide receptive fields given that their dendritic arbors span only a fraction of the length of the visual cortex.

The same problem pertains to subpial cells in our large-scale model, which receive direct geniculate inputs from only a fraction of the total number of geniculate afferents so that a considerable fraction of subpial cells in the model are not directly activated by geniculate inputs. However, our large-scale model does not include a retina and geniculate neurons are activated by intracellular current injections. Real geniculate neurons receive convergent inputs from many retinal ganglion cells and have receptive fields that range from 10° to 40° in diameter [4, 21]. Convergence of several geniculate afferents on a subpial cell would, thus, produce a receptive field with a diameter of at least 40°. Consistent with this, Mazurskaya’s data suggest that individual subpial cells can integrate information from geniculate neurons that respond to 1° loci in visual space separated by up to at least 60°. Convergence of inputs from geniculate neurons positioned at several different points along the rostral-caudal axis of the geniculate would result in even larger receptive fields, but the degree of convergence is probably not sufficient to account for the formation of receptive fields that encompass all of binocular visual space. Our simulations suggest that subpial cells can be brought to threshold by visual stimuli presented at any point in visual space because such stimuli always produce a wave of activity that propagates across the cortex. Those subpial cells in the large-scale model that do not receive direct retinal inputs are still activated indirectly by geniculate afferents that trigger a propagating wave. The wide field receptive fields of subpial cells
would, then, result from a combination of direct geniculate inputs and pyramidal cell inputs. This hypothesis can be tested in future \textit{in vivo} experiments by quantitative characterization of the receptive fields of superficial units. The simulation results suggest that the receptive field would have a central region that fires robustly and with short latency in response to the presentation of small spots of light in a relatively restricted region of visual space and a large surround region that responds less strongly and with variable latency to stimuli presented at all points in visual space.

4.4. \textit{Subpial cells fire in two phases}

Mazurskaya [21] studied the responses of neurons in the visual cortex of alert turtles to two spots of light presented with a range of spatial and temporal separations. Plots of the number of action potentials produced as a function of the temporal separation of the spots showed three peaks for her superficial units. Our simulations of the responses of subpial cells to diffuse flashes to two spots of light, and to moving spots indicate that subpial cells fire in two phases. A fast phase consists of a burst of action potentials triggered by activation of geniculate neurons. The slow phase consists of a prolonged and less intense train of action potentials caused by the primary and secondary waves propagating across the cortex and activating subpial cells via their recurrent collaterals. The occurrence of the fast and slow phases in the response of the cortex depends upon the stimulus used to evoke the response. Responses to diffuse stimuli have two components because all of the geniculate afferents are activated simultaneously. The response, thus, shows an early component that corresponds to the fast phase caused by simultaneous activation of all of the geniculate afferents and a late component that corresponds to the slow phase caused by pyramidal cell excitation to the subpial cells. Stimuli consisting of two spots of light produce responses that have three components. The first two components result from activation of two groups of geniculate neurons; the third results from the propagating wave. A difference between our simulation results and Mazurskaya’s experimental results is that the time between the first and second peaks in Mazurskaya’s plots is longer than the time between the first two firing components in our simulations. However, our model does not account for the time required for photoreceptor activation, intraretinal processing and the conduction of action potentials from the retina to the geniculate. Assuming that the latency for responses to the second spot is on the order of 150 ms [15, 19], the first two components in our simulations would have a temporal separation comparable to that seen between the two peaks in Mazurskaya’s data.

4.5. \textit{Subpial cell activation leads the activation of pyramidal cells}

Mazurskaya [21] showed plots of action potentials produced by two spots of light as a function of the temporal separation of the spots for both superficial and deep units. The deep units undoubtedly correspond to pyramidal cells, which comprise the substantial majority of cells in layer 2. Plots for the superficial and deep units differ
in that the superficial units show a short latency peak that is not seen in the plots for deep units. This suggests that the latency to spike production is much shorter in superficial units than it is in deep units. Our large-scale simulations are entirely consistent with this experimental finding in that subpial cells fire well in advance of pyramidal cells. Both sets of findings are also consistent with intracellular recording experiments using the in vitro eye-brain preparation and diffuse retinal flashes (Mancilla et al. [21]). EPSPs recorded from layer 2 regular spiking cells, which are presumed to be pyramidal cells, have latencies in the range of 157.8 ms to 220.8 ms following light onset [21]. The latency for the production of action potentials was 639 ± 64 ms. By contrast, the latencies for EPSPs in presumed inhibitory interneurons were in the range of 109.0 ms–137.3 ms and the latency for the production of action potentials was 280 ± 35 ms.

There appear to be several factors that favor the production of action potentials with relatively short latencies in subpial cells. The first is that the subpial cells are literally embedded in the fascicle of geniculate afferents, so each subpial cell is likely to be postsynaptic to a large number of geniculocortical synapses. Quantitative studies (Curtis and Ulinski, unpublished observations) of the lateral geniculate complex in turtles indicate it contains approximately 13,000 neurons. Although there is some controversy on the issue of whether or not all geniculate neurons project to the cortex [14], it does appear that the cell plate neurons [26] that comprise about 92% of neurons in the complex do project to the cortex. The axons of geniculate neurons course across the visual cortex with relatively little branching. Assuming that roughly 13,000 geniculate axons are distributed across the rostral-caudal axis of the visual cortex and that the visual cortex is about 2000 µm in length, then a subpial cell with a dendritic arbor 210 µm in width would intersect roughly 1400 geniculate axons. Smith et al. [32] used electron microscopic methods to estimate that cells with smooth dendrites received approximately 1800 synaptic contacts from thalamic axons. They referred to the cells they studied as “stellate cells”, but restricted their sample of degenerating terminals to the outer 100 µm of the cortex. It is, thus, likely that the majority of the smooth (i.e., non-spiny) dendrites included in their sample were from subpial cells. The large thalamic lesions they used included non-specific thalamic nuclei that project to the visual cortex as well as the lateral geniculate complex [12, 38], so it is reasonable to use 1400 as a rough estimate of the number of geniculate synapses on one subpial cell. Simulations with our full compartmental model suggest that simultaneous activation of 38 geniculate neurons is sufficient to generate a single spike in a subpial cell. The rough calculations outlined above, thus, suggest that each subpial cell receives synaptic contacts from many more geniculate axons than are required to bring the cell to its firing threshold, so a relatively weak visual stimulus would be adequate to fire a subpial cell. Consistent with this, Mancilla et al. [19] found that cortical neurons have thresholds of about only 100 photons/µm/s following diffuse light flashes.

A series of biophysical properties also contribute to the relative sensitivity of subpial cells to geniculate activation. Subpial cells have significantly higher input
resistances ($723 \pm 109 \text{M\Omega}$ versus $131 \pm 14 \text{M\Omega}$) and significantly shorter membrane time constants ($45.5 \pm 5.2 \text{ms}$ versus $140 \pm 62 \text{ms}$) than do pyramidal cells [6,8,19]. Subpial cells have mean electrotonic lengths of $1.1 \pm 0.2$ [6] and EPSPs generated in distal dendritic compartments of our full compartmental model have amplitudes that are about 25% of those generated in the proximal dendritic or soma compartments. The electrotonic length of a subpial cell is, thus, sufficiently small for EPSPs generated in even the distal dendrites to contribute to spike generation in the soma compartment of the model.

There is a basic tradeoff between a neuron’s sensitivity to its inputs and its ability to integrate information from multiple inputs. A subpial cell, that is sufficiently sensitive to geniculate inputs could be brought to threshold and fire strongly in response to activation of a single geniculate afferent. It would, then, be difficult for such a cell to integrate inputs from many geniculate afferents. Simulations in which the beads were removed from our full compartmental model show that the beads tend to decrease the sensitivity of the cell, so that a greater number of geniculate afferents are required to bring a cell with beads intact to its firing threshold than if the beads are removed. A larger number of action potentials are produced by a given input in model cells without dendritic beads than in cells with the beads intact. It is possible that the beads, thus, increase the ability of the cell to integrate inputs from disjunct regions of visual space. Because subpial cells are embedded in the band of geniculate inputs, they will receive strong excitation whenever a cluster of geniculate neurons is active. This insures that subpial cells will fire reliably in the first phase of their firing pattern. However, this sensitivity makes it likely that a stimulus occurring in a restricted region of visual space has a high probability of causing the cell to fire. The dendritic beads may increase the probability of stimuli from two or more regions of visual space to fire the cell.

Dendritic beads are a common feature of interneurons in mammalian visual cortex. Dendritic beads or varicosities are seen frequently in illustrations of non-pyramidal neurons (e.g., [1,11,18]). Cells with varicose dendrites are often identified as either axoaxonic or basket cells ([1,25]). The results presented in this paper appear to be the first discussion of a potential function for dendritic beads. Removing the beads in our model of a subpial cell changes the surface area of the cell and increases its input resistance. The same changes would be caused by deleting the beads from dendrites of basket or of axoaxonic cells. It is possible that reducing the sensitivity of interneurons to multiple inputs is a general design strategy in cortical microcircuits.

4.6. Function of subpial cells

Our simulations suggest that the inhibition of pyramidal cells by subpial cells is important in controlling the firing patterns of pyramidal cells. Blocking inhibition of pyramidal cells by subpial cells in simulations of diffuse light flashes decreases the latency of pyramidal cell firing and increases the intensity of pyramidal cell firing.
in both the initial depolarization and propagating waves of the cortical responses. Simulations of apparent motion stimuli indicate that presenting the second spot of light controls the latency of the pyramidal cell response, and that a spot presented during the transition from the initial depolarization to the primary propagating wave can prevent formation of the wave. Simulations of moving spots indicate that spots moving in different directions and with different speeds can produce distinct spatiotemporal patterns in the subpial cell population.

Subpial cells could, thus, regulate the activation of pyramidal cells in both of their firing phases. Direct activation of subpial cells by geniculate afferents may be timed so that it can control the rising phases of EPSPs in pyramidal cells, while the activation of subpial cells by recurrent excitation can control the falling phases of EPSPs in pyramidal cells. Mancilla and Ulinski [20] recorded from presumed pyramidal cells with electrodes filled with the GABA\textsubscript{A} receptor antagonist, picrotoxin. They found that blockade of GABA\textsubscript{A} receptor mediated inhibition to the cell being recorded, and increased the slopes of the rising phases of EPSPs induced by electrical activation of geniculate afferents. In addition, picrotoxin increased the amplitudes of the falling phases of light and induced EPSPs. Visual stimuli would be expected to produce a brief but strong inhibition of pyramidal cells, followed by a longer phase of mild inhibition.

Several studies in our laboratories have now shown that waves in both the real visual cortex of turtles and in our large scale model contain information about the positions and speeds of visual stimuli [10, 23, 29]. Du et al. [10] found that the probability of making an error in detecting the positions of stimuli in visual space decreased linearly in probability during the first 200 ms of the simulated wave. Since this is the time during which the initial depolarization is being formed and undergoing a transition to the propagating wave, it appears that the cortical response has the greatest information content during this time period. Wang et al. [37] used the large scale model to show that the synaptic strengths between the different populations of excitatory and inhibitory cells in the large scale model can control the formation, speed, and duration of the waves. It is, thus, reasonable to hypothesize that synaptic strength could be a major factor controlling the information content of the waves. However, Wang et al. [37] examined the effects of varying synaptic strengths on the discriminability of stimuli and found that synaptic strengths do not have a major effect. By contrast, the simulations in this paper suggest that different visual stimuli would activate the population of subpial cells in rather different spatiotemporal patterns during both firing phases. There are, in particular, distinct spatiotemporal patterns during the fast firing phase when the information content of the responses appears to be greatest. Since the subpial cells fire in advance of the pyramidal cells during this phase and inhibit them, the spatiotemporal firing pattern of the subpial cells may determine which pyramidal cells fire as the wave is forming and shape the dynamics of the initial depolarization in this way.
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